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Abstract— Speech recognition is a topic of modern research. It is the process of converting spoken input into text. Different techniques 
are used to design equipment’s that are used for speech recognition. In this study, different methodologies, techniques, hard ware and 
software are discussed in a precise manner. In last section, future expectations are discussed in a detailed manner.  

Index Terms— Dependent Systems, Grammer of Speech, Independent Systems, Loudness in Speech, Speech Recognition  
Methodolgies, Types, Utterance..   

——————————      —————————— 

1 INTRODUCTION                                                                     

peech recognition is the process of converting spoken in     
put into text. It is also known as Automatic Machine Or-

ganization or Speech To Text (STT) and Voice Recognition 
(VC).Automatic Speech Recognition is the process by which a 
computer maps an audio speech signal to text. In this process, 
a computer maps an audio speech signal to some form of ab-
stract meaning of the speech. 
Speech Recognition use speaker independent SR.This system 
analyzes person’s specific voice and uses it to fine tune the 
recognition of that person’s speech resulting in more accurate 
transcription.Those systems that do not use training are called 
speaker independent system while those systems that use 
training are called speaker dependent systems. 
SRA (Speech Recognition Application ) includes voice user 
interface such as voice dialing (e.g. "Call home"), domestic-
control, and search,and simple data entry, preparation of 
structured documents, speech-to-text processing and aircraft. 

2. BASICS OF SPEECH RECOGNITION 
Following are a few of the basic terms and concepts that are 
essential for speech recognition. It is important to have a good 
understanding of these concepts. 

 
- Utterances 
- Pronunciation 
- Accuracy 
- Grammar 
- Speaker dependent systems 
- Speaker independent systems 

- Training 
 

2.1 Utterance: 

It is defined as once the user says something; this is known as 
an utterance. An utterance is any brook of speech between two 
periods of silence. They are sent to the speech engine to be 
handled. Quietness, in speech recognition, is almost as im-
portant as what is spoken, because quietnessdefines the start 
and end of an utterance.The Speech Recognition Engine is "at-
tending" for speech input, whenever the engine notices an au-
dio input - in other words, a lack of silence. Correspondingly, 
once the engine notices a certain amount of silence following 
the audio, the end of the utterance arises.  
Utterances are referred to the speech engine to be handled. If 
the user does not say something, then the engine returns. 
Asuggestion that there was no speech perceived within the 
expected timeframe and the application takes a suitable action, 
such as motivating the user for an input. An utterance can be a 
single term, or can be a phrase or a sentence. 
 
2.2 Pronunciation: 

The speech recognition engine uses different types of data, 
statistical models, and algorithms to translatevocal input into 
text. The information which is used by speech recognition en-
gine is the pronunciation of word which shows that what the 
speech engine thinks that a word should sound like. Many 
words have different pronunciation related with them. For 
example, the word “the” has at least two pronunciations in the 
U.S. English language: “thee” and “thuh.” For Voice XML ap-
plication different pronunciations are used for certain words 
or phrases to get the results which helps to recognize the caller 
voice. 
. 
2.3 Accuracy: 

 
The act of a speech recognition system is measurable. Possibly 
the most generally used measurement is accuracy. It is usually 
a quantitative measurement and can be calculated in several 
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ways. Arguably the most important measurement of accuracy 
is whether the preferredend result occurred. This measure-
ment is useful in authenticating application design. For exam-
ple, if the user said "yes," the engine repaid "yes," and the 
"YES" action was executed, it is clear that the preferred end 
result was achieved. But what happens if the engine repaid 
text that does not exactly match the utterance? For example, 
what if the user said "nope," the engine repaid "no," however 
the "NO" action was executed? Should that be considered a 
successful paper? The answer to that question is yes because 
the preferred end result was achieved. 
 
How it works 
Nowadays that we have discussed some basic terms and con-
cepts that included in speech recognition, let's put them to-
gether and take a look at how the speech recognition (SR) pro-
cess works. 
The speech recognition engine has a rather difficult task to 
handle, that of taking raw auditory input and translating it to 
recognized text that an application recognizes as shown in the 
following diagram, we discussed the major components: 
 

- Audio input 
- Grammar’s 
- Acoustic Model 
- Recognized text  

 
 
 

2.4 Grammar: 

The system requires the words and phrases. These words and 
phrases are appropriate to the speech recognition engine and 
are used in the recognition process. 
 A grammar uses a particular composition, or set of rules, to 
describe the words and phrases that can be recognized by the 
engine. A grammar can be as simple as a list of words. Gram-

mars describe the domain, or context, in which the recognition 
engine works. The engine associates the current utterance 
against the words and phrases in the dynamic grammars. If 
the user says something that is not in the grammar, so the 
speech engine will not be able to decode it correctly.Grammar 
is basically a noun.The grammar to support this interaction 
strength contains the following words and phrases: 

- Accounts 
- account balances 
- My account information 
- Loans 
- Loan balances 
- My loan information 
- Transfers 
- Exit 
- Help 

2.5 Speaker Dependent System: 

Speaker dependence defines the degree to which a speech 
recognition system requires knowledge of a speaker’s separate 
voice characteristics to successfully process speech. The speech 
recognition engine can “acquire” how you speak words and 
phrases; it can be trained to your voice. 
Speech Recognition Systems (SRS) that need a user to train the 
system to his/her voice are identified as speaker-dependent 
systems. If you are aware with desktop dictation systems, 
most are speaker dependent. Since they operate on very large 
words, dictation systems perform much better when the 
speaker has spent the time to train the system to his/her 
voice.A speaker dependent system is established to function 
for a single speaker. These systems are usually easier to grow, 
cheaper to buy and more precise, but not as flexible as speaker 
independent systems. 
 
2.6 Speaker Independent System: 

Speech Recognition Systems that do not need a user to train 
the system are known as speaker-independent systems. SR in 
the VoiceXML world must be speaker-independent. Reason of 
how many users (hundreds, maybe thousands) may be calling 
into your web site. You can’t need that each caller trains the 
system to his or her voice. The speech recognition system in a 
voice-allowed web application NECESSITY successfully pro-
cess the speech of many different callers without having to 
know the individual voice characteristics of each caller.A 
speaker independent system is established to operate for any 
speaker of a specific type (e.gAmerican English). These sys-
tems are the most difficult to develop, most exclusive and ac-
curateness is inferior to speaker dependent systems. Though, 
they are more stretchy. 
 
2.7 Training: 
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Training is the process concluded which employees are made 
skillful of doing the job arranged to them. Allowing to Flip-
po:"Training is the performance increasing the knowledge and 
skill of an employee for doing a specific job." According to 
Dale Yoder, "Training is the procedure by which man-power is 
filled for the specific jobs it is to perform." According to Beach: 
"Training is the procedure by which people learn knowledge 
and skills for a certain purpose." 
 

3. HARDWARE 
 

The hardware recommended for developing a Speech Recog-
nition System are; 
 
- Sound cards: 

Sound card with the cleanest Analog to digital conversion 
are recommended. 

- Microphone: 

The best high-quality for microphone is the receiver style. 
- CPUs or processors: 

The more the speed the well SR would work.For good SR 
there should be at least 1GHz processor and1GB of  RAM. 
 

4. USES/ APPLICATIONS 
 

4.1 Military 
- Helicopters 
- High performance aircrafts 
- Training Air Traffic Controllers(TATC) 

4.2 People with Disabilities: 
- Speech recognition technology (SRT) help 

people with disabilities interact with com-
puters more easily. 

- People with motor limitations, which can’t 
use standard keyboard and mouse and use 
their voices to cross the computer and then 
creat, the documents. 

 
4.3 Dyslexic People: 
- SRT (speech recognition technology) is very co-

operative for people with learning disabilities, 
who experience conflict with spelling and writ-
ing. 

-  

5. FUTURE APPLICATIONS: 
 

5.1 Home Automation 

There is a portion of it currently in use. In future the 
home appliances such as oven, washing machine, 
electricity supplierswill be used and controlled by 
Speech Recognition Systems 

       5.2 Wearable Computers 
The most innovative application is in the use and 
functionality of wearable computers. 
 

6. SPEECH RECOGNITION SOFTWARE 
 

6.1 IBM via voice: 
 
 International Business Machines (IBM) is by far the world's 
largest information technology company in terms of income 
($88 billion in 2000).IBM (International Business Machine) 
products include hardware and software for a line of business 
waiters, storage products, custom-designed microprocessors, 
and application software. 
 
IBM via voice is the only range of language.IBM via voice is 
only program that will run on older or less powerful comput-
ers via voice has great dictation ability that it converts your 
speech into the text and then performs actions. 
 
6.2 Microsoft Speech Recognition System: 
 
Speech recognition system of technology are used in some 
Microsoftproducts, Microsoft office, office2003, office2007, 
Microsoft plus for window xp, windows mobiles etc. However 
proceeding to windows vista, SR was not main stream. 
Microsoft windows to proposal fully unified support for SR. 
 
6.3 Philips speech Magic 

Speech magicis an industrial grade platformfor capturing in-
formation in a digital format.it has been developed by Philips 
speech recognition systems of Vienna, Austria.it technology is 
mainly for healthcare sector. However applications can also be 
availablefor the legal market.Other SR software are bable 
technologies, Speech works etc. 

 

7. CONCLUSION: 
 
Speech recognition (SR) willefficient the way people conduct 
business over the web and will finallydifferentiate world class-
e business.SR will change the technique people conduct busi-
ness over the Web. VoiceXML drawsSR and provides the tech-
nology in which businesses can improve and organize.. Speech 
recognition (SR) and VoiceXML obviously is most important in 
over days.  
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